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Both sides now

• Rows and flows of angel hair,
And ice cream castles in the air,
And feather canyons everywhere,
I've looked at clouds that way. But now they only block 
the Sun,
They rain and snow on everyone.
So many things I would have done,
But clouds got in my way. 

• I've looked at clouds from both sides now,
From up and down, and still somehow,
It's cloud illusions I recall,
I really don't know clouds, at all. 



Skyrocketing Data Growth and 
Network Complexity
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1. Search Storage, May 2010

Digital Data Created
by Individuals in 20101

Digital Data Forecasted
by 20201

Growth in Virtual 
Machines by 20121

>900 EB
> 35 ZB

10X
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This is critical, because the amount of information being generated and stored is requiring us to learn new terminology….

Exabytes = one billion, billion bytes, quintillion bytes

Zetabytes = one trillion, billion bytes, sextillion bytes

This year, in the data center and increasingly in mobile devices around the work, 900 exabytes will be stored by individuals and another 200 exabytes will be stored by organizations

By 2020, this will be 35 Zetabytes

Between now and 2012, the number of virtual machines running will grow by a factor of 10







Storage

Network

Compute

The Network Is Central to the Cloud
• Virtualization Brings New Requirements and Challenges
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Challenges
• Network performance/scalability 
constraints

• Application resiliency and performance 
under load

• VM mobility limits

• Infrastructure complexity

• Management silos
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Presentation Notes
Key Takeaways:
At the center of the cloud is the network, connecting applications, storage, and users
Virtualization brings cost and deployment advantages and areas of simplification, it also brings new demands and challenges that must be overcome 

Speaker notes:
While virtualization brings significant cost and deployment advantages, it also brings new demands and network challenges. Industry discussions about data center virtualization and moving to a Cloud model often focus only on the compute and storage infrastructure, assuming that the network – the center of the Cloud connecting apps, storage, and users - remains unchanged. 
 
Yet there are network performance and scalability constraints that must be overcome. Applications must be resilient to failures in the shared resource pools including network failures, as well as meet fluctuating performance demands. VM mobility must not be restricted by the limits of Layer 2 Ethernet (a VMware requirement for VM mobility.)  Infrastructure simplicity – not more complexity - is needed.  And management must be more holistic versus silo’d while maintaining control of respective storage, network, and physical/virtual server administration domains.  



The Cloud Enabled Data Center 
• Building the Virtualized Data Center
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SIMPLER, 
AGILE 

NETWORK
Fewer layers

Full performance

High resiliency

Flexible transport 

Shared intelligence

Lower OpEx/CapEx

MAXIMUM 
COMPUTE AND 

STORAGE
VM scale and mobility 
freedom

Hypervisor offload

Predictive application 
provisioning

Fibre Channel, iSCSI, 
NAS, FCoE 
optimization

Ecosystem leverage

A SINGLE 
VIEW

Management 
“hand shake” across 
tools/orchestration

Comprehensive 
monitoring

Predictive event 
notification and 
response

Choice of VMs

LOWER COST   OPTIMUM EFFICIENCY   CLOUD-ENABLED 
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Key Takeaways:
Brocade’s Data Center Vision centers around virtualization and three principle components:
First - Simpler, Agile Network
Second - Maximum utilization of compute and storage resource investments
Third – A Single View to the virtualized network environment (though not the only view for all control– Virtualization, Orchestration, etc…)
Brocade’s vision delivers savings in CapEx and OpEx, optimum efficiency, and a virtualized environment to enable Cloud computing 

Speaker notes:
Brocade’s Data Center Vision centers around virtualization and consists of three principle components:
 
First, Brocade is making the network simpler and more agile. This means fewer layers to configure and manage. You will have full performance of the entire network. All links/paths can be utilized at L2 (a requirement for VM mobility) – versus only one active link/path that Spanning Tree Protocol allows today. You will enjoy a high level of residency – if there is an interruption – you will not feel it.  You have flexible transport choices – Ethernet, FC or DCB.  And a new concept – an intelligent network. 
 
Second, we will help you fully maximize your compute and storage resource investments.  Today there are network constraints to VM scalability and mobility (due to L2 requirement). Brocade will help eliminate those limits.  We will offload the hypervisor from the overhead of virtual switching to support more and more I/O intensive VMs/ host.  Virtualized applications will be provisioned in a more predictive and less reactive manner. This begins by seeing how applications are performing from a client viewpoint (e.g. response time) versus at a host level, providing alerts, and automating VM provisioning to meet overall application requirements. Whichever your choice of storage technology – FC, iSCSI, NAS or FCoE – you can achieve optimum utilization.  And, you will have the flexibility to achieve best of breed solutions through our broad our partner ecosystem.   
 
Third, we will enable a single view of your virtualized environment.  Not the only view, but a holistic view from different viewpoints –network admin, storage admin, VM admin, or perhaps through a broader orchestration framework.  We will accomplish this through tight integration with management tools and orchestration platforms.  We will also provide comprehensive monitoring of your network infrastructure as well as predictive network event notification and recommended responses to adverse network conditions. 
 
Through these principle areas of innovation, Brocade is enabling enterprise customers to build a virtualized data center at lower cost, with optimum efficiency, and enabled for Cloud computing.




Cloud Implications
• The Dawn of the Virtual Enterprise
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Public Cloud

Acme Corp. Data Center

Software as a Service (SaaS)Infrastructure as a Service
Platform as a Service

Infrastructure as a Service (IaaS)
Platform as a Service (PaaS)

Private Cloud

Acme Corp.
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The computing paradigm for enterprise IT has evolved dramatically over the past few years and that is particularly true in the data center. 
Traditionally, we think of the data center as a highly contained set of application and data resources. 
We have moved to an environment where the whole IT infrastructure has become widely distributed and that has big implications for how we build data centers going forward.
As a result, we are at an inflection point – a transformation – into the virtual enterprise. Customers are embracing this distributed model for IT to run their businesses more efficiently and to create competitive advantage. 
One definition of cloud computing that is very easy to get your head around is that it is any software or IT service that is hosted outside the enterprise and accessed over the internet.  A great example of this is Salesforce.com. 
Providers of cloud services are also building platforms and raw infrastructure that can be accessed remotely on demand and effectively rented for an undetermined amount of time.  Amazon’s elastic compute cloud is probably the best example but there are many others.
For the designers of data centers, these models have profound implications in how data centers are constructed because it requires that services be rapidly provisioned and scaled with little or no warning.
This is not a “nice to have” anymore – this is a must have. This is what public cloud services are all about.
Private company CIOs are adopting this philosophy for internal IT as well, which means that they will have the same requirements for rapid deployment and scaling of infrastructure.  �



Virtual

Private
Cloud

Virtual Data Centers Are Key
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Cloud
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Whatever cloud model is being implemented, the key to making this a reality for both cloud providers and private enterprises is building a set of fully virtualized components that can be combined and deployed rapidly and at scale – in other words, a fully virtualized data center. 
This includes not just the host applications, but all of the pieces – applications, compute nodes, security components, distance extension capabilities, and storage.
As a networking company, we play an integral role because we have to enable seamless communication between all of the components, partners, and software elements.



Data Center Construction
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Rigid
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70%
Operating Cost

15%
Utilization
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Today we are departing an era in which we built data centers through replication. 
We would take an application, load it onto a compute node, connect it to an appropriately sized data and storage network, and repeat that process until we ran out of applications. 
The result is data centers today that are running out of space, running out of power, are largely unmanageable, and that are complex and fragile.
Servers are running on average 15% utilization and the IT organization is spending 70% of the total budget running what they have. 
And requirements are going up. This is clearly not a sustainable model.
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Escalating
Complexity

50%
Virtual Apps (2012)1

1 Source: Gartner, March 2010
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Many of our customers are aggressively deploying virtual machine technologies in their existing environments. 
By multiplexing 10 or 15 applications onto a compute node, they are driving the utilization up dramatically. 
An unintended consequence, however, is that managing these virtual machines is adding complexity exactly when you are trying to simplify your data center.
So while server utilization is going up, which is good, this is not really having the desired effect on operating expense – which is to dramatically decrease it.
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Our goal is to be able to construct a fully virtualized data center where virtual machines are highly portable and move fluidly between compute nodes and really over distance between data centers. 
We should be able to pick up the various pieces of infrastructure with software and assemble those dynamically into the resource pools required by the target applications.
 When resources aren’t needed anymore, they should be released back into the available pool. 
The network infrastructure plays a critical role in enabling this shift.
To get there, we have to remove complexity and radically simplify the way the network operates and we have to automate as many of the internal functions as possible.
When you move a VM, for example, shouldn’t the network just reconfigure to accommodate the move? 
And we have to be able to do this at unprecedented scale. 
Getting to a virtualized data center will have a number of desirable outcomes, including significantly reduced cost, higher reliability, and a highly dynamic configuration. 
Now the question is how …




Challenges of Current Data Center 
Networks

• Layer 2 performance, scalability, reliability
• Limitations of Spanning Tree Protocol (STP)

• Scaling virtual server environments

• Virtual machine mobility
• Must run in Layer 2; IP address stays the same
• Enforce the same policies and permissions

• Infrastructure complexity
• Lots of switches to manage
• Layer 3 protocols to the edge

• Management overhead
• High operational costs

• Must Be Solved for Virtualized Data Centers
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Challenges

Presenter
Presentation Notes
Key Points
When data centers leverage virtualization, there are some added networking challenges that they did not have to deal with when applications were tied to physical servers.
Since key virtualization technologies, like VM mobility, need to operate in a Layer 2 network, Layer 2 performance scalability and reliability becomes a major concern. Spanning Tree Protocol is used to prevent loops in a multi-path IP environment and has major limitations.
There is also a lot of complexity in Ethernet networks today. There are many individual switches to manage and advanced protocols throughout all of the layers of the network.
All of this creates management overhead and drives up operating expenses.



VCS First true data center Ethernet fabric

Revolutionizes Layer 2 connectivity

Increases scalability of virtual server 
environments and sphere of mobility

Maximizes network performance—
reduces network complexity

Brocade Virtual Cluster Switching (VCS)
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VCS

Presenter
Presentation Notes
Another area of innovation is a set of technologies called Virtual Cluster Switching. This is one of the biggest developments in data center technology in the last decade.
This technology is going to revolutionize layer 2 networking and will allow us to very effectively collapse the access and aggregation layers in the data center.
VCS increases scalability in virtual environments
And it maximizes performance while reducing complexity



Brocades VCS

• VCS technology comprises three main innovations that 
extend the capabilities of a typical Layer 2 network:
• Ethernet fabric
• Distributed intelligence
• Logical chassis

Ethernet Fabric
Distributed 
Intelligence

Logical
Chassis
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Presenter
Presentation Notes
Brocades VCS technology is a revolutionary Layer 2 Ethernet technology that raises network utilization, maximizes application availability, increases scalability, and drastically simplifies the network architecture in next-generation virtualized data centers.
VCS technology comprises of three main pillars of innovation: Ethernet fabric, distributed intelligence, and logical chassis. 
The VCS architecture is designed to incorporate a set of dynamic services for the highest level of functionality and investment protection, making it a core building block for virtualizing the data center network.
Ethernet fabric
STP is not necessary because the Ethernet fabric appears as a single logical switch to connected servers, devices, and the rest of the network. 
The Ethernet fabric is an advanced multi-path network utilizing an emerging standard called TRILL (Transparent Interconnect of Lots of Links). Unlike STP, with TRILL, all paths in the network are active and traffic is distributed across those equal cost paths automatically. In this optimized environment, traffic automatically takes the shortest path for minimum latency without any manual configuration.
Events such as added, removed, or failed links are not disruptive to the Ethernet fabric and do not require all traffic in the fabric to stop. If a single link fails, traffic is automatically rerouted to other available paths in under a second. Single component failures do not require the entire fabric topology to reconverge, thus ensuring all traffic is not affected by an isolated issue. The fabric is lossless and low latency.
The Ethernet fabric is designed to include advanced Ethernet technology for higher utilization, greater performance, and to be network convergence ready. With Data Center Bridging (DCB) capabilities built-in, the Ethernet fabric is lossless, making it ideal for FCoE and iSCSI storage traffic.




Scaling Virtual Server Environments
• Challenges Today
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Layer 2: Only one active path
• STP disables other paths
• Not “virtualization-optimized”

Add virtual machines
• Add 1 GbE connections
• Move to 10 GbE for simplicity and higher 

performance
• Uplinks are stressed; need more 

connections in LAG

Increase utilization using MSTP 
(spanning tree per VLAN)

• Increases complexity
• Creates multiple single-path networks; 

limits sphere of mobility

Link failure
• STP reconvergence; network is down
• Broadcast storms stress network

Layer 3 as an alternative
• Greater complexity; higher cost
• VM mobility limited to rack



Presenter
Presentation Notes
Now I’d like to go a bit deeper into the details of these technologies…

Key Points
Enabling virtualization capabilities, such as Virtual Machine (VM) mobility, requires VMs to migrate within a single Layer 2 network.
Paths are designated through the network as active or standby using STP. While this provides an alternate path, only one path can be used at a time, which means that network bandwidth is not well utilized.
Since one of the goals of server virtualization is to increase utilization of the physical server, increased utilization of network bandwidth should also be expected.
To increase network utilization, Multiple Spanning Tree Protocol (MSTP) and similar protocols allow for separate spanning trees per VLAN. 
While this improves bandwidth utilization, the STP limit of one active path between switches remains. And, because traffic paths are manually configured with MSTP, complexity increases.
Another challenge with STP is network behavior when links fail. When failures occur, the spanning tree needs to be redefined. This can take anywhere from five seconds with Rapid Spanning Tree (RSTP) up to several minutes with STP—and this convergence can vary unpredictably even with small topology changes.




Ethernet Fabrics
A new network architecture

• Classic architectures often require three 
tiers in  the physical network

• STP disables links in the fabric to prevent 
loops, limiting network utilization

• Each switch has to be managed individually

• Fabric architectures flatten and seamlessly 
scale out the Layer 2 network at the edge

• All links in the Ethernet fabric are active 
when utilizing VCS technology

© 2011 Brocade Communications Systems, Inc
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Presentation Notes
Three-tier Ethernet networks have been successfully deployed in data center environments for the past few decades.
Now, a new type of data center network architecture is emerging called Ethernet fabrics.
VCS  technology enables Ethernet fabric.



VCS Technology and Ethernet Fabrics

• In VCS technology, Ethernet fabrics are defined as a 
group switches exchanging information between each 
other to implement distributed intelligence
• Interconnected  using regular front-end ports
• Presented as one unified and transparent Ethernet switching 

service to the external network
• Ready for FCoE and iSCSI traffic
• Extends existing Ethernet infrastructure
• Fabric auto-configures

• Once VCS is enabled, only minor configuration is necessary
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Presenter
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VCS technology allows construction of the industry’s first true, converged data center Ethernet fabric. That means that you can build a flat, multi-path, deterministic mesh network for the data center.
It is inherently multipathing ― there is no Spanning Tree, and there are no links that are shut off or on standby.
You can group links between switches to increase capacity.  The transport for the network is 10 Gbps Data Center Bridging (DCB), so it has low latency, it is lossless, and capable of running any type of traffic — normal data, iSCSI, CIFS, NFS, and FCoE.




Ethernet Fabric Components

• Data Center Bridging (DCB)1

• Data Center Bridging Exchange (DCBX)
• Priority-based Flow Control (PFC)
• Enhanced Transmission Selection (ETS)

• Transparent Interconnection of Lots of Links (TRILL)
• Active multipath
• Multihop routing
• Highly available, rapid link recovery

• Fabric services
• Link state routing provided by Fabric Shortest Path First 

(FSPF) routing protocol
• Ethernet Name Server (eNS) 
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Presenter
Presentation Notes
Footnote 1: (More details in a later module in this course)
DCBX is an extension of LLDP (Link Layer Discovery Protocol) which is used to exchange information about directly attached devices. DCBX TLV (Type, Length Values) are added to the LLDP frame to determine DCB configuration.

PFC is used to pause one CoS (Class of Service) traffic while allowing other CoS traffic to continue to flow.

ETS is  used to determine bandwidth allocation between different types of traffic.




VCS: Distributed Intelligence

• Distributed Fabric Services
• Self-forming fabric (with minimum configuration)
• Information shared across all fabric members
• Fabric aware of all connected devices

• Masterless control
• Switch or link failure does not require full fabric 

reconvergence

• Shared port profile information
• Automatic Migration of Port Profiles (AMPP)

• Enables seamless virtual server migration 
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Presentation Notes
VCS technology supports a fully distributed control plane. That means every switch is aware of the entire network topology. You can configure it in a ring, a mesh, or a tree. You can configure enough links to make it entirely non-blocking or configure the topology to be over subscribed at whatever level you choose. Every switch knows about every attached device and Virtual Machine (VM). 
When a VM is attached to the network, the network configuration is automatically bound to the VM and then distributed throughout the VCS cloud. If the VM moves, the destination port already knows what to do and the VM is automatically reconnected to all of its old resources. The network configuration automatically migrates with the VM.




VCS: Logical Chassis

• Fabric behaves as a single logical chassis
• Devices outside the cloud sees one switch

• Logically flattens and collapses network layers
• Fabric is self-aggregating
• Flexible fabric topologies

© 2011 Brocade Communications Systems, Inc
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Presentation Notes
VCS technology dramatically reduces management complexity by treating the entire cluster as a single logical switch. 
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Ethernet Fabric Details

• Massive scale for VMs
• Eliminates STP
• Provides multi-pathing, 

reliability, and increased 
utilization of links

• Enables end-to-end 
network convergence

• Simplifies configurations 
and diagnostics 

• Storage-enabled

Enabling End-to-End Convergence
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Core Switches

10 Gbps
FCoE 

Storage
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iSCSI 

Storage

1/10 Gbps
Servers

10 Gbps
Servers

VCS Edge 
Fabrics

vLAG

10 Gbps
FCoE/iSCSI/NAS 

Storage

VCS

Dynamic Services Insertion

Ethernet 
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3/1/2011



Ethernet Fabric Details

• First true Ethernet fabric
• Layer 2 intelligent, lossless 

network

• Link-speed agnostic
• Data Center Bridging 

(DCB)
• Lossless, deterministic
• Priority-based Flow Control 

(PFC)
• Enhanced Transmission 

Selection (ETS)
• Data Center Bridging 

Exchange (DCBX)
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• Transparent Interconnection 
of Lots of Links (TRILL)
• Active multi-path
• Multi-hop routing
• Highly available, sub-250 ms 

link recovery

• LAN/SAN convergence-
ready
• FCoE, iSCSI, and NAS traffic

• Standards-based
• Integrates into existing Ethernet 

infrastructure outside of fabric

VCS

Dynamic Services Insertion

Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

3/1/2011
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Key Points
This is the first true Ethernet fabric. Brocade was formed in the mid-90’s to develop a data center grade network fabric. Now, Brocade is bringing that layer 2 fabric technology to Ethernet.
The fabric is ready for LAN/SAN convergence if that level of network virtualization is ideal for a specific Tier 2 or Tier 3 application.
All technologies used to create the Ethernet Fabric are industry standards and the fabric communicates externally to the rest of the network using standards-based protocols.



Ethernet Fabric Details

• Common fabric attributes
• Switched network
• Fabric members and devices 

connected always know about each 
other

• All paths are available for high 
performance and high reliability

• Traffic travels across the shortest path
• Traffic can be routed from fabric to 

fabric

What is a Fabric?
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Distributed 
Intelligence

Logical
Chassis

Ethernet 
Fabric

Dynamic Services

Data Center 
SAN
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Key Points
Every network is not a fabric. There are key attributes associated with a fabric, and VCS delivers all of these.
Brocade is the expert in developing, architecting, and deploying data center fabrics.
Brocade fabric technology is deployed in 90+% of the global 1000 data centers.
This proven fabric technology will now be available in the data center LAN.



Ethernet Fabric Details

• Making Ethernet Lossless
• 802.1Qbb – Priority-Based Flow Control

• PFC: Allows Identification and prioritization of 
traffic

• 802.1Qaz – Enhanced Transmission 
Selection/Data Center Bridging Exchange
• ETS: Allows grouping of different priorities 

and allocation of bandwidth to PFC groups
• DCBX: Discovery and initialization protocol to 

discover resources connected to DCB-
enabled network

Data Center Bridging (DCB)
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Distributed 
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Logical
Chassis

Ethernet 
Fabric

Dynamic Services
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Key Points
Data Center Bridging (DCB) gives Ethernet lossless capabilities.
Storage traffic can be isolated on a priority, allowing that priority to be lossless.
Also, priorities can be given a certain percentage of network bandwidth, ensuring different types of traffic do not effect each other.



Ethernet Fabric Details
Transparent Interconnection of Lots of Links 
(TRILL)
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Distributed 
Intelligence

Logical
Chassis

Ethernet 
Fabric

• Multi-path Layer 2 switching
• All paths are active and traffic is distributed 

across all paths
• Fully utilize all fabric bandwidth

• Establishes shortest paths through 
the Layer 2 fabric

• Uninterrupted response to link 
failures

• Backward-compatible and connects 
into existing infrastructures 

• Delivers multiple hops for all traffic 
types (including FCoE)
• Utilizes data center proven FSPF Link State 

Protocol

Layer 2 Multiple Paths

Active 
Path #1

Active 
Path #2

Dynamic Services

3/1/2011
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Key Points
TRILL allows for all equal-cost paths in the network to be active.
TRILL + DCB is what will allow for multi-hop FCoE and lossless iSCSI.
Brocade’s TRILL implementation utilizes the proven FSPF link state protocol. This protocol is used in every data center fabric deployed today.



• Distributed Fabric Services
• Fabric is self-forming
• Information is shared across all 

fabric members
• Fabric is aware of all devices 

connected
• Masterless control

• Switch or link failure does not 
require full fabric reconvergence

© 2011 Brocade Communications Systems, Inc

• Shared port profiles information
• Automatic Migration of Port Profiles 

(AMPP)
• Enables seamless VM migration 

without compromise
• Optimized Virtual Access Layer

• VEPA; frees host resources from 
switching and policy enforcement

VCS

Dynamic Services Insertion

Ethernet 
Fabric

Distributed
Intelligence

Logical
ChassisDistributed Intelligence
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Key Points
Distributed Fabric Services is like a shared database across all members in the Ethernet fabric.
The Ethernet Fabric is masterless. Full fabric reconvergence is never required.



Distributed Intelligence

Allows VM to move, with automatic 
configuration in the network
1. Port profiles created, managed in fabric; 

distributed
2. Discovered by Brocade Network 

Advisor; pushed to orchestration tools
3. Server admin binds VM MAC address 

to port profile ID
4. MAC address/port profile ID association 

pulled by Brocade Network Advisor; 
sent to fabric

5. Intra- and inter-host switching and 
profile enforcement offloaded from 
physical servers

Automatic Migration of Port Profiles (AMPP)
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Brocade 
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Port Profile
Port Profile ID
QOS, ACLs, Policies
VLAN ID
Storage Zoning

M
AC

 Bindings

Port Profiles

VCS
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Ethernet 
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Key Points
AMPP allows for VMs to migrate without the need for network ports to be manually reconfigured.
This enables practical rapid migration of applications in the data center.



Distributed Intelligence Details

• Today, access to the network lives in the 
virtual hypervisor

• Consumes valuable host resources

• Virtual switch is offloaded to the physical 
switch

• Eliminates the software switch; the advantages of a 
distributed virtual switch plus Distributed Intelligence

• Leverages Virtual Ethernet Port Aggregator (VEPA) 
technology

• Virtual NICs are offloaded to the physical 
NIC

• Leverages Virtual Ethernet Bridging (VEB) technology

• Host resources are freed up for applications
• Gives 5-20% of host resources back to applications

• VMs have direct I/O with the network
• Network simplicity; common access across entire 

VCS; network is managed in the network

Optimized Virtual Access Layer
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Key Points
Today, in VM environments, the logical access layer of the network lives in the hypervisor. The physical network has not been re-architected to participate in the virtualized data center. This has resulted in more complex networks.
Offloading the virtual switch and virtual NICs to the networking hardware not only simplifies the network, but it also frees host resources for additional application processing.



Logical Chassis Details

• Fabric auto-configures
• Once VCS is enabled, no 

configuration is necessary
• Fabric behaves/is managed as 

a single logical chassis
• Aggregation (or core) layer sees 

one standard Ethernet switch
• Fabric members act like a blade 

in a chassis
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• Logically flattens and collapses 
network layers
• Fabric is self-aggregating
• Flexible fabric topologies

• Scales to 1000s of ports without 
added management
• Acts as a standard Ethernet switch 

outside of the fabric

VCS

Dynamic Services Insertion

Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis
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Key Points
The Ethernet fabric is managed as if it were a single logical chassis.
Scaling the fabric is like adding a new port module in a chassis like MLX or DCX.
The VCS technology will allow Ethernet fabrics to scale greater than 1000 usable ports.



Logical Chassis Details
Auto-Configuration
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Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

• VCS simplified deployment, 
scalability, and management 
of the network

• Enable VCS on each switch
• Connect the switches
• Fabric automatically forms

• Common configuration across all 
switches

• vLAGs auto-configure
• Managed as a single logical 

chassis

VCS

VCS

VCS

Dynamic Services
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Key Points
Once VCS is enabled on the switches, they simply have to be connected to form the Ethernet fabric.
The fabric is managed as a single logical chassis.



Logical Chassis Details
Single Logical Switch Behavior
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Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

FSPF
TRILL
DCB

Fabric 
Services

• VCS behaves like a single 
industry-standard Ethernet switch
• Fabric members are like blades in a 

modular chassis
• Standards-based and closed 

protocols used within the fabric
• FSPF, TRILL, Fabric Services, etc.

• Industry-standard protocols used 
to communicate outside the fabric
• RSTP, LACP, 802.1x, sFLOW, etc.

Dynamic Services

STP/RSTP/MSTP
PVST+/PVRST+

LACP
LLDP
802.1x

Private VLANs
SPAN

IGMP Snooping
sFLOW

DCB
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Presenter
Presentation Notes
Key Points
Industry-standard protocols are used to communicate outside of the Ethernet fabric. The rest of the network cannot tell the difference between the Ethernet fabric and a standard layer 2 Ethernet switch.



Intelligent Services

• Complex to engineer, 
deploy, and manage

• Static and rigid
• Leads to 

reconfiguration and 
connectivity 
interruption

Challenges Today
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1 GbE
ToR Stack 1/10 GbE

ToR
1 GbE 

MVRF/MPLS ToR
1/10 GbE 

Modular MoR

10 GbE
L2-3 

Core  Routing
10, 40, 100 GbE

L3, Adv

10, 40, 100 GbE
L2-3, Adv 

Service Insertion
Points

WAN 
Optimization

Service Insertion
Points

L4-7   
Aggregation 

Layer
10, 40, L2-3

FCoE

VCS

Dynamic Services Insertion

Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

Presenter
Presentation Notes
Brocade VCS enables services to be inserted into these fabrics, dynamically and uninterruptedly without any physical or logical reconfiguration of the network via software and purpose built solutions. 

Brocade VCS technologies offers dynamic services for a dynamic data center, which allows users to add new network and fabric services to the entire Brocade converged VCS fabric regardless of physical proximity and connectivity. Some of these services include capabilities such as fabric extension over distance, L4-L7 application delivery services, and native Fibre Channel connectivity. In the VCS architecture, purpose built HW and SW solutions when added to the Brocade converged fabric behave as service modules within in a logical chassis. Furthermore, the new services are then made available to the entire converged fabric, dynamically evolving the fabric with new level of capability and functionality.





Dynamic Services Details
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Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

Dynamic Services

• Add services into the Ethernet 
fabric
• Extends the capabilities of VCS
• Fabric extension, native Fibre

Channel, security services, layer 4-
7, etc.

• Purpose-designed hardware
• Switches with unique functionality 

can be added to the fabric
• Like service modules in a chassis
• Functionality available to the entire 

fabric

Native Fibre
Channel

Fabric 
Extension

Security 
Services

Layer 4-7

3/1/2011

Presenter
Presentation Notes
Key Points
Dynamic Services extends the capabilities of VCS for maximum investment protection and to incrementally incorporate new network services.
A Dynamic Service behaves like a special service module in a modular chassis.
Examples of these services are fabric extension over distance, native Fibre Channel connectivity, Layer 4-7 services such as Brocade’s Application Resource Broker, and enhanced security services such as firewalls and data encryption.
Switches with these unique capabilities can be added to the Ethernet fabric, adding a network service layer available across the entire fabric.



Dynamic Services Details
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Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

Dynamic Services

• Dynamic Service to connect Data   
Centers
• Extend the layer 2 domain over 

distance
• Maintains fabric separation while 

extending VCS services to secondary 
site (e.g. discovery, distributed 
configuration, AMPP)

Data Center to Data Center Connectivity

• VCS Fabric Extension capabilities

• Delivers high performance accelerated 
connectivity with full line rate 
compression

• Secures data in-flight with full line rate 
encryption

• Load balances throughput and provides 
full failover across multiple connections

Site A Site BFabric Extension
Service

Fabric Extension
Service

Encryption, Compression, 
Multicasting

Public Routed
Network

3/1/2011

Presenter
Presentation Notes
Key Points
When the fabric extension service is added to the Ethernet fabric in two data centers, a tunnel can be created through the public network.
This allows fabric information and data to be sent between to fabrics as if they were one.



Dynamic Services Details
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Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

Dynamic Services

• Provide VCS Ethernet Fabric with 
native connectivity to FC storage
• Connect FC storage locally
• Leverage new or existing Fibre

Channel SAN resources

Native Fibre Channel Connectivity

• VCS Native Fibre Channel Capabilities

• Adds Brocade’s Fibre Channel 
functionality into the VCS fabric

• 8 Gbps, 16 Gbps FC, frame-level ISL 
Trunking, Virtual Channels with QoS, 
etc.

LAN FC SAN
Brocade 

DCX

Native Fibre
Channel

FC 
Storage

FC 
Storage

3/1/2011

Presenter
Presentation Notes
Key Points
When the native Fibre Channel service is added to the Ethernet fabric, native FC storage can be directly connected to the fabric.
Also, a native FC connection can be established between the Ethernet fabric and FC SAN fabric, providing an optimal storage connection between the LAN and SAN.



Dynamic Services for
Network and Storage Convergence
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Multi-hop FCoE + Bridging to Fibre Channel SAN

WAN Leverage existing resources

• Connect VCS fabrics into 
Fibre Channel SAN; new 
servers can access existing 
storage

Maximum storage flexibility

• Fibre Channel, FCoE, iSCSI, 
NAS

• Deploy the right storage 
technology without isolating it

Optimal performance, availability

• No single point of failure
• Hardware-based trunking 

Ed
ge

Co
re

Se
rve

rs

10 Gbps
Servers

VCS Edge 
Fabric

LAG DCB/FCoE Link 
to SAN Core

MLX w/ MCT;
8×10 DCB 

Blade

Access to 
Fibre 

Channel 
and FCoE 
Storage

Servers with 8 Gbps Fibre 
Channel; Connected to Legacy 

LAN

Fibre Channel 
and FCoE 
Storage
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VCS Use Cases

1. 1/10 Gbps Top-of-Rack Access
2. 10 Gbps Top-of-Rack Access for Blade Servers
3. 10 Gbps Aggregation; 1 Gbps Top-of-Rack Access
4. 1/10 Gbps Access; Collapsed Network Layers

a. Top-of-Rack Mesh Topology
b. Clos Fabric Topology

5. 1/10 Gbps Access; Network Convergence
6. 1/10 Gbps Access; Convergence + FC SAN

© 2011 Brocade Communications Systems, Inc 3/1/2011

In the interest of time, I will cover 1,3,5,6



VCS Use Case #1
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1/10 Gbps Top-of-Rack Access – Architecture  

Ag
gr

eg
ati

on
Ac

ce
ss

Co
re

Se
rve

rs

WAN 

MLX w/ MCT,
Cisco w/ vPC/VSS,

or other

Existing 1 Gbps
Access Switches

2-switch
VCS at ToR

1/10 Gbps
Servers

10 Gbps
Servers

1 Gbps
Servers

LAG

Preserves existing architecture
Leverages existing core/agg
Co-exists with existing ToR

switches

Supports 1 and 10 Gbps server 
connectivity
Active-active network

Load splits across connections

No single point failure
Self healing

Fast link reconvergence
< 250 milliseconds

High-density access with 
flexible subscription ratios

Supports up to 36 servers per 
rack with 4:1 subscription

VCS VCS

3/1/2011

Presenter
Presentation Notes
Key Points
VCS can be deployed like existing ToR switches, providing key advantages while preserving the existing architecture.
This is for the customer that would like to ease into deploying VCS technology.



VCS Use Case #1
1/10 Gbps Top-of-Rack Access – Topology
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LAG
LAG

Classic ToR VCS ToR

Utilization Active/
Passive

Active/
Active

Connections 
per Server 4 2

Logical 
Switches per 
Rack

2 1

LAG per Rack 2 1

20 Gbps per 
server; 

Active/Passive

20 Gbps per 
server; 

Active/Active

Classic 10 GbE
Top-of-Rack

VCS 10 GbE
Top-of-Rack

2-switch VCS 
per Rack

Active/Active server 
connections

Servers only see one ToR switch
Half the server connections

Reduced switch management
Half the number of logical 
switches to manage

Unified uplinks
One LAG per VCS

1 GbE

10 GbE

10 GbE DCB

Passive Link

MLX w/ MCT,
Cisco w/ vPC/VSS,

or other Aggregation

Up to 36 
Servers per 

Rack

20 ports
72 ports

4 links

4:1 10 Gbps
Subscription Ratio

to Aggregation 

Logical Chassis

LAG

vLAG
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Presenter
Presentation Notes
Key Points
Since the two ToR switches are one VCS, the servers see a single switch, allowing for active/active connections, end-to-end.



VCS Use Case #1
1/10 Gbps Top-of-Rack Access – Layout 

© 2011 Brocade Communications Systems, Inc

Preserves existing network 
architecture

Leverage VCS technology in 
stages

2-switch VCS in each server 
rack

Managed as a single switch
1 Gbps and 10 Gbps connectivity
Highly available; active/active

High performance connectivity 
to End-of-Row Aggregation

One LAG to core for simplified 
management and rapid failover

Core

2-switch VCS at the 
Top of Each Rack

Servers with 1 Gbps or 10 
Gbps Connectivity

Aggregation 
Switches at the 

End of Each 
Row

3/1/2011

Presenter
Presentation Notes
Key Points
The layout of this use case is identical to existing ToR architectures.
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VCS Use Case #3
10 Gbps Aggregation; 1 Gbps Top-of-Rack Access – Topology

Scalable VCS Aggregation
Cost effective building blocks
270 usable ports with 1:1 
subscription through VCS
User-determined port count and 
subscription ratio

Aggregates 1 GbE Access
3-switch stack in each server 
rack
LAG across stack members to 
VCS
Reduced management; no single 
point of failure

1 GbE

10 GbE

10 GbE DCB

90 ports
180 ports

1:1 Wire-Speed 
Logical Chassis;
270 Usable Ports

3-switch ToR FCX Stack, 
Juniper EX, or other

(144 ports)

Up to 36 Servers per 
Rack; 4 GbE

Connections per 
Server

6 Links (2 per FCX)

Supports 30 Racks 
of Servers (1080 

servers), Assuming 
2:1 Subscription

LAG

MLX w/ MCT,
Cisco w/ vPC/VSS,

or other Core

LAG

Logical
Chassis

3/1/2011

Presenter
Presentation Notes
Key Points
The Ethernet fabric is very flexible and can be scaled like building blocks.
Subscription ratios can be anything, including 1:1 through the fabric.



VCS Use Case #3
10 Gbps Aggregation; 1 Gbps Top-of-Rack Access – Layout 
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3-switch stack in each rack
Managed as a single switch
Redundancy throughout 
network, without STP
High density 10 Gbps LAG 
to VCS aggregation

Logical Chassis Aggregation 
Router in Distribution Area

Build out aggregation as needed
Supports 30 racks of servers

High performance, resilient 
connection to Core

One LAG for simplified 
management and rapid failover

Core

3-switch FCX stack 
(or other) at the Top 

of Each Rack

Servers with 1 Gbps
Connectivity

VCS Aggregation 
in Distribution 

Area

3/1/2011

Presenter
Presentation Notes
Key Points
Switches at the top of each rack and the Ethernet fabric at the end-of-row or in a distribution area.



VCS Use Case #5
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1/10 Gbps Access; Network Convergence – Architecture 
Flatter, simpler network design

Logical two-tier architecture
VCS fabrics at the edge

Greater layer 2 
scalability/flexibility

Increased sphere of VM mobility
Seamless network expansion

Optimized multi-path network
All paths are active
No single point failure
STP not necessary

Convergence ready
End-to-end enhanced Ethernet 
(DCB)
Multi-hop FCoE support
Lossless iSCSI

WAN 

MLX w/ MCT;
8x10 DCB Blade

Ed
ge

Co
re

Se
rve

rs

10 Gbps
FCoE Storage

10 Gbps
iSCSI Storage

1/10 Gbps
Servers

10 Gbps
Servers

VCS Edge 
Fabrics

LAG

10 Gbps
FCoE/iSCSI

Storage
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Presenter
Presentation Notes
Key Points
Storage is now introduced to the Ethernet fabric.
Also, instead of any core, it is a Brocade MLX with DCB capabilities. This will allow for lossless fabric-to-fabric communication.



VCS Use Case #5
1/10 Gbps Access; Network Convergence – Topology 
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1 GbE

10 GbE

10 GbE DCB

Logical
Chassis

12 ports
36 ports

Servers with 1 Gbps, 10 Gbps, 
and DCB Connectivity

10 Gbps DCB
FCoE/iSCSI

Storage

6 Links per Trunk 
(24 Total)

MLX w/ MCT
Core

12 ports
48 ports

per
switch( )

per
switch( )

Available ports for FC SAN 
Connectivity or VCS 

Expansion 

LAG
10 Switch VCS 

Fabric;
312 Usable Ports

6:1 Subscription Ratio 
in VCS Fabric

Up to 36 Servers 
per Rack; 4 Racks 

per VCS

Scale-out VCS edge fabric 
Self aggregating, flattens the 
network
Clos Fabric topology for flexible 
subscription ratios
312 usable ports per 10-switch 
VCS
Supports 144 servers in 4 racks, 
all with 10 Gbps connections

Drastic reduction in 
management

Each VCS managed as a single 
logical chassis

Enables network convergence
DCB and TRILL capabilities for 
multi-hop FCoE and enhanced 
iSCSI

vLAG
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Presenter
Presentation Notes
Key Points
Similar to use case #4b, but in this diagram, storage has been added and the entire network has DCB capabilities.



VCS Use Case #5
1/10 Gbps Access; Network Convergence – Layout 
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2 fabric members in each rack
Dual connectivity into fabric for 
each server/storage array
Low cost Twinax cabling in rack

2nd stage fabric members in a 
middle-of-row rack

Low cost Laserwire cabling from 
top-of-rack switches
1 VCS fabric per 4 racks of 
servers (assuming 36 servers per 
rack)

Fiber optic cabling only used 
for connectivity from edge 
VCS to core

Single LAG per fabric
Reduced management and 
maximum resiliency

Core

2 Fabric Members 
per Rack

4 Racks
per Fabric

2nd Stage of Fabric 
in Middle-of-Row

Servers and Storage with 1 Gbps, 
10 Gbps, and DCB Connectivity

3/1/2011

Presenter
Presentation Notes
Key Points
Similar to use case #4b, but in this diagram, storage has been added and the entire network has DCB capabilities.



VCS Use Case #6
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1/10 Gbps Access; Convergence + FC SAN – Architecture 

WAN 

Leverage existing resources
Connect Ethernet fabrics into 
Fibre Channel SAN – new 
servers have access to existing 
storage

Maximum storage flexibility
Fibre Channel, FCoE, iSCSI, 
NAS
Deploy the right storage 
technology without isolating it

Optimal performance, 
availability

No single point failure
Frame-level, hardware-based 
trunking between nodes

Ed
ge

Co
re

Se
rve

rs

10 Gbps
Servers

VCS Edge 
Fabric

LAG DCB/FCoE Link 
to SAN Core

MLX w/ MCT;
8x10 DCB 

Blade

Access to 
FC and 
FCoE

Storage

Tier 1 Servers with 8 Gbps
FC

FC and 
FCoE

Storage
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Presenter
Presentation Notes
Key Points
This is a network convergence use case.
Tier 1 applications still have native FC connections to the SAN for an air-gap, and to provide the highest performance and resilient connection to block resources.
Servers with CNAs can access FC and FCoE resources with a DCB connection from the Ethernet fabric into the core of the FC SAN.
In the future, core LAN routers will be able to have a connection into the core of the SAN.



VCS Use Case #6
1/10 Gbps Access; Convergence + FC SAN – Topology 
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VCS fabric connectivity into 
Fibre Channel SAN 

High performance Ethernet 
trunks from VCS to DCX core 

Allows shared storage 
resources to exist in SAN

Fibre Channel and FCoE storage
Can be accessed by servers with 
Converged Network Adapters

Future connectivity from 
converged LAN aggregation to 
SAN core

MLX with DCB connects to DCX 
with FCoE blade

1 GbE

10 GbE

10 GbE DCB

Logical
Chassis

Fibre Channel 
Storage

6 Links per 
Trunk to SAN

MLX w/ MCT
Core

LAG

DCX w/ 
FCoE
Blades

FCoE
Storage

Future Network Path
SAN BSAN A

Servers with 1 Gbps, 10 Gbps, 
and DCB Connectivity
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Presenter
Presentation Notes
Key Points
To maintain a logical 1-to-1 relationship between the LAN and SAN, server connections can be mapped to SAN A or SAN B.



What about VCS with?

• System z?
• zBX?
• zEnterprise?
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Summary: Virtual Cluster Switching 
(VCS)
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Logically flattens and 
collapses network layers
Scale edge and manage 
as if single switch
Auto-configuration 
Centralized or distributed 
mgmt; end-to-end

Self-forming
Arbitrary topology
Fabric is aware of all 
members, devices, VMs
Masterless control, no 
reconfiguration
VAL interaction

No Spanning Tree 
Protocol
Multi-path, deterministic
Auto-healing, non-
disruptive
Lossless, low latency
Convergence-ready 

Ethernet 
Fabric

Distributed 
Intelligence

Logical
Chassis

Connectivity over Distance, Native Fibre
Channel,

Security Services, Layer 4-7, etc.

Dynamic Services

3/1/2011

Presenter
Presentation Notes
Key Points
Brocade Virtual Cluster Switching (VCS) is a revolutionary layer 2 Ethernet technology that raises network utilization, maximizes application availability, increases scalability, and drastically simplifies the network architecture in next-generation virtualized data centers.
VCS is comprises of three main pillars of innovation; Ethernet Fabric, Distributed Intelligence, and Logical Chassis. 
The VCS architecture is designed to incorporate a set of Dynamic Services for the highest level of functionality and investment protection, making it a core building block for virtualizing the data center network.
Ethernet Fabric
Brocade pioneered the development, architecture, and deployment of network fabric technology in the data center. Brocade’s SAN fabric technology is successfully proven in over 90% of the Global 1000 data centers. Now Brocade is bringing the same level of innovation to the data center LAN, combining Ethernet and Brocade fabric technology.
STP is not necessary because the Ethernet fabric appears as a single logical switch to connected servers, devices, and the rest of the network. 
The Ethernet fabric is an advanced multi-path network utilizing an emerging standard called TRILL (Transparent Interconnect of Lots of Links). Unlike STP, with TRILL, all paths in the network are active and traffic is distributed across those equal cost paths automatically. In this optimized environment, traffic automatically takes the shortest path for minimum latency without any manual configuration.
Events like added, removed, or failed links are not disruptive to the Ethernet fabric and do not require all traffic in the fabric to stop. If a single link fails, traffic is automatically rerouted to other available paths in under a second. Single component failures do not require the entire fabric topology to reconverge, ensuring all traffic is not affected by an isolated issue. The fabric is lossless and low latency.
The Ethernet fabric is designed to include advanced Ethernet technology for higher utilization, greater performance, and to be network convergence ready. With Data Center Bridging (DCB) capabilities built-in, the Ethernet fabric is lossless, making it ideal for FCoE and iSCSI storage traffic and will enable LAN and SAN convergence for Tier 2 and 3 applications. 
Distributed Intelligence
With VCS, all configuration and end device information is automatically distributed to each member switch in the fabric. 
The Ethernet fabric is self forming. When two VCS-enabled switches are connected, the fabric is automatically created and the switches learn the common fabric configuration.
The Ethernet fabric does not dictate any specific topology, so it does not restrict over-subscription ratios. This allows the architect to create a topology that best meets application requirements.
The fabric is aware of all members, devices, and VMs. When a server connects to the fabric for the first time, all switches in the fabric learn about that server. This allows for fabric switches to be added or removed and for physical or virtual servers to be relocated, without the fabric needing to be manually reconfigured.
Unlike switch stacking technologies, the Ethernet fabric is masterless. This means that no single switch stores configuration information or controls fabric operations.
Distributed Intelligence supports a more virtualized access layer. Instead of distributed software switch functionality to exist in the virtualization hypervisor, access layer switching is done in the switch hardware, improving performance, ensuring consistent and correct security policies, and simplifying network operations and management. Automatic Migration of Port Profiles (AMPP) supports VM migrations to another physical server, ensuring that the source and destination network ports will have the same configuration for the VM. This is key technology that helps enable Brocade Virtual Access Layer (VAL) capabilities.
Logical Chassis
All switches in an Ethernet fabric are managed as if they were a single Logical Chassis. To the rest of the network, the fabric looks no different than any other layer 2 switch. The network just sees the fabric as a single switch, no matter if the fabric contains a little as 48 ports, or thousands of ports.
The Ethernet fabric is designed to scale over 1000 ports per Logical Chassis. Consequently, VCS removes the need for separate aggregation switches because the fabric is self-aggregating. This enables the network architecture to be flattened, dramatically reducing cost and management complexity.
Each physical switch in the fabric is managed as if it were a port module in a chassis. This allows for fabric scalability without manual configuration. When you add a port module to a chassis, you do not have to configure that module, and a switch can be added to the Ethernet fabric just as easily.
The logical chassis functionality drastically reduces management of small-form-factor edge switches. Instead of managing each top-of-rack switch or switches in blade server chassis individually, they are managed as one Logical Chassis.
Dynamic Services
Dynamic Services extends the capabilities of VCS for maximum investment protection and to incrementally incorporate new network services. A Dynamic Service behaves like a special service module in a modular chassis.
Examples of these services are fabric extension over distance, native Fibre Channel connectivity, Layer 4-7 services such as Brocade’s Application Resource Broker, and enhanced security services such as firewalls and data encryption.
Switches with these unique capabilities can be added to the Ethernet fabric, adding a network service layer available across the entire fabric.



Both sides now

• Rows and flows of angel hair,
And ice cream castles in the air,
And feather canyons everywhere,
I've looked at clouds that way. But now they only block the Sun,
They rain and snow on everyone.
So many things I would have done,
But clouds got in my way. 

• I've looked at clouds from both sides now,
From up and down, and still somehow,
It's cloud illusions I recall,
I really don't know clouds, at all. 

• Hopefully now, after the week at SHARE, you 
know clouds a little better!



THANK YOU
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